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ABSTRACT 
Electrical fault detection is an important aspect in ensuring the stability and security of 
electric power systems. This study aims to classify the types of electrical faults using data 
mining algorithms with a machine learning approach. Data were collected through 
simulations of electrical circuits under normal and fault conditions, then analyzed using the 
Decision Tree, Random Forest, Naive Bayes, and K-Nearest Neighbors algorithms. The 
test results show that the Decision Tree and Random Forest algorithms achieve 100% 
accuracy and performance, while Naive Bayes also shows optimal performance with 100% 
accuracy. In contrast, K-Nearest Neighbors shows lower performance with 82.20% 
accuracy. These findings indicate that the Decision Tree and Random Forest algorithms 
are very effective in detecting and classifying electrical fault types accurately. The results 
of this study provide an important contribution to the development of automatic protection 
systems for more reliable and adaptive electric power systems. 
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ABSTRAK 

Deteksi gangguan listrik merupakan aspek penting dalam memastikan stabilitas dan 
keamanan sistem tenaga listrik. Penelitian ini bertujuan untuk mengklasifikasikan jenis 
gangguan listrik menggunakan algoritma data mining dengan pendekatan machine 
learning. Data dikumpulkan melalui simulasi rangkaian listrik dalam kondisi normal dan 
gangguan, kemudian dianalisis menggunakan algoritma Decision Tree, Random Forest, 
Naive Bayes, dan K-Nearest Neighbors. Hasil pengujian menunjukkan bahwa algoritma 
Decision Tree dan Random Forest mencapai tingkat akurasi dan performa 100%, 
sedangkan Naive Bayes juga menunjukkan performa optimal dengan akurasi 100%. 
Sebaliknya, K-Nearest Neighbors menunjukkan performa yang lebih rendah dengan 
akurasi 82,20%. Temuan ini memperlihatkan bahwa algoritma Decision Tree dan Random 
Forest sangat efektif dalam mendeteksi dan mengklasifikasi tipe gangguan listrik secara 
akurat. Hasil penelitian ini memberikan kontribusi penting dalam pengembangan sistem 
proteksi otomatis untuk sistem tenaga listrik yang lebih andal dan adaptif. 

 
Kata kunci: deteksi gangguan listrik, machine learning, decision tree, random forest, Naive 
Bayes, klasifikasi 
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1. PENDAHULUAN  

Deteksi gangguan listrik (electrical fault detection) merupakan aspek penting dalam 

sistem tenaga listrik untuk menjaga stabilitas dan keamanan operasional. Gangguan seperti 

hubung singkat, gangguan tanah, dan beban berlebih dapat menyebabkan kerusakan 

peralatan serta potensi kecelakaan jika tidak terdeteksi dengan cepat dan tepat. [1] Dengan 

pesatnya perkembangan teknologi, teknik data mining klasifikasi menjadi solusi efektif 

dalam mengidentifikasi dan mengklasifikasikan jenis gangguan listrik berdasarkan data 

besar dan kompleks yang berasal dari sistem kelistrikan. Dengan menggunakan algoritma 

klasifikasi proses deteksi dapat berlangsung secara otomatis dengan peningkatan akurasi 

dan kecepatan, sehingga mendukung terbentuknya sistem proteksi yang lebih adaptif dan 

andal. [2] Berikut adalah beberapa metode klasifikasi yang digunakan: 

1. Decision Tree 

Decision tree adalah algoritma klasifikasi yang menyusun model dalam bentuk 

pohon keputusan, dimana setiap node mewakili pertanyaan atau kondisi 

berdasarkan fitur data yang diklasifikasikan. Algoritma ini populer karena hasilnya 

mudah dipahami dan diinterpretasi, serta mampu menangani data yang bersifat 

kategorikal maupun numerik. Dalam konteks deteksi gangguan listrik, decision tree 

dapat mengklasifikasikan jenis gangguan berdasarkan ciri khas sinyal listrik yang 

terekam, memberikan keputusan yang cepat dan transparan. [3] 

2. Random Forest 

Random forest merupakan ensemble learning yang menggabungkan banyak 

pohon keputusan (decision trees) secara acak untuk meningkatkan akurasi 

prediksi dan mengurangi risiko overfitting. Dalam deteksi gangguan listrik, random 

forest dapat secara efektif menangkap pola kompleks dan variabilitas data, 

sehingga menghasilkan klasifikasi yang lebih stabil dan andal dibandingkan satu 

pohon keputusan tunggal. [4] 

3. Naive Bayes 

Naive Bayes adalah algoritma klasifikasi probabilistik yang menggunakan teorema 

Bayes dengan asumsi independensi antar fitur. Meski asumsi ini sederhana, Naive 

Bayes sering kali memberikan performa yang baik dan efisien pada dataset besar. 

Algoritma ini cocok untuk deteksi gangguan listrik karena mampu menghitung 

probabilitas terjadinya jenis gangguan berdasarkan ciri-ciri sinyal dari data historis 

dengan kecepatan tinggi. [5] 

4. K-Nearest Neighbors (KNN) 

KNN adalah algoritma berbasis instance yang mengklasifikasikan data baru 

berdasarkan kedekatannya dengan data contoh di dalam ruang fitur. KNN 

mengelompokkan data sesuai dengan mayoritas kelas dari k tetangga 

terdekatnya. Dalam aplikasi deteksi gangguan, KNN dapat mengidentifikasi jenis 

gangguan dengan membandingkan pola sinyal saat ini dengan pola sinyal 

gangguan yang sudah dikenal sebelumnya, menjadikannya metode yang intuitif 

namun efektif. [6] 

 

2.   METODE/PERANCANGAN PENELITIAN  

Penelitian yang digunakan adalah model penelitian eksperimen. Bertujuan untuk 

melakukan prediksi status gangguan listrik, berdasarkan nilai akurasi dan evaluasi pada 
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algoritma klasifikasi data mining. Penelitian ini menekankan pada teori-teori yang sudah 

ada dengan dilandasi oleh kerangka pemikiran pemecahan masalah. [7] 

 

 
Gambar 1. Kerangka Penelitian 

 

Penelitian ini dilakukan dengan menjalankan beberapa langkah proses penelitian 

yaitu: 

1. Pengumpulan Data. 

2. Pengolahan Data Awal. 

3. Pengukuran Penelitian. 

4. Analisa hasil Penerapan Algoritma. 

 

3. HASIL DAN PEMBAHASAN  

3.1. Pengumpulan Data 

Pengumpulan data dilakukan dengan mensimulasikan rangkaian listrik dalam kondisi 

normal maupun kondisi gangguan. Data yang dikumpulkan meliputi tegangan dan arus 

pada garis keluaran sistem tenaga serta dilabeli berdasarkan tipe gangguan yang terjadi. 

Jumlah data yang berhasil dikumpulkan mendekati 12.000 data point, sehingga dataset ini 

cocok digunakan untuk pengujian dan pengembangan algoritma deteksi otomatis 

gangguan listrik berbasis machine learning atau data mining. Yang bersumber dari website 

Kaggle yang di upload oleh E Sathya Prakash. [8] 
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Gambar 2. Dataset Deteksi dan Klasifikasi Kesalahan Listrik 

 

3.2. Pengolahan Data 

Dalam pengujian ini menggunakan rapid miner dengan operator 10-fold cross-

validation untuk mendapatkan hasil accuracy yang tinggi pada setiap algoritma yang diuji 

menggunakan dataset. Berikut adalah proses Preprocessing. [9] 

 

 
Gambar 3. Preprocessing Decision Tree 
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Gambar 4. Preprocessing Random Forest 

 

 
Gambar 5. Preprocessing Naive Bayes 

 

 
Gambar 6. Preprocessing K-Nearest Neighbors 

 

3.3. Pengukuran Penelitian 

Berdasarkan hasil olah data melalui aplikasi Rapid Miner, maka diperoleh Confution 

Matrix guna mengukur tingkat akurasinya, dari algoritma Decision Tree, yaitu sebesar 

akurasi sebesar 72.41% dan menghasilkan sebuah model pohon keputusan seperti berikut. 

 

1. Decision Tree 

Matriks menunjukkan performa sempurna dalam klasifikasi gangguan listrik untuk 

keenam tipe kelas, dengan 100% akurasi, precision, dan recall di seluruh kelas 

model mengklasifikasikan semua data secara tepat pada seluruh typenya, tanpa 

error satupun. Ini sangat ideal untuk aplikasi sistem proteksi atau diagnosis 

otomatis dalam lingkungan yang serupa dengan dataset pengujian tersebut. 
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Gambar 7. Hasil Uji Decision Tree 

 

 
Gambar 8. Model Decision Tree 

 

2. Random Forest  

Model klasifikasi ini bekerja sempurna pada data uji yang diberikan, baik untuk 

seluruh tipe gangguan maupun kondisi tanpa gangguan, tanpa ada error satu pun. 

Hasil ini menunjukkan model sangat andal pada data ini, cocok untuk sistem 

deteksi otomatis gangguan listrik dalam lingkungan yang serupa. 

 

Namun, hasil 100% juga menandakan dataset bisa jadi bersih, sangat terstruktur, 

atau model telah sangat menyesuaikan diri pada data (kemungkinan overfitting 

perlu diuji lebih jauh pada data lain yang berbeda). 

 

 
Gambar 9. Hasil Uji Random Forest 

 

3. Naive Bayes 

Berdasarkan confusion matrix, model klasifikasi gangguan listrik menunjukkan 

performa yang sangat baik dengan akurasi, presisi, dan recall 100% pada seluruh 

kelas gangguan (LG, LL, LLG, LLL, LLLG) maupun kondisi normal. Hal ini 
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menandakan sistem mampu mengenali setiap pola gangguan dengan tepat tanpa 

kesalahan klasifikasi. 

 

 

 
Gambar 10. Hasil Uji Naive Bayes 

 

4. K-Nearest Neighbors 

Berdasarkan confusion matrix dengan akurasi 82.20%, model klasifikasi mampu 

mengenali sebagian besar jenis gangguan listrik dengan baik, terutama untuk 

kelas LG, LLG, LL, dan No Fault, yang menunjukkan precision di atas 95%. 

Namun, model masih mengalami kesalahan signifikan pada kelas LLL dan LLLG 

Fault, yang memiliki tingkat precision dan recall di bawah 50%. Kesamaan 

karakteristik sinyal antar kedua jenis gangguan menjadi faktor utama penurunan 

performa, sehingga diperlukan optimalisasi lebih lanjut dalam tahap ekstraksi fitur 

dan pelatihan model. 

 

 
Gambar 11. Hasil Uji K-Nearest Neighbors 

 

3.4. Analisa Hasil Penelitian 

Tabel hasil pengolahan data dapat dilihat pada tabel dibawah ini : 

 

Tabel 1. Keseluruhan Hasil Uji 

Metode Acccuracy Rata-rata 

Precision 

Rata-Rata Recall 

Decision Tree 100% 100% 100% 

Random Forest 100% 100% 100% 

Naive Bayes 100% 100% 100% 

K-Nearest Neighbors. 82,20% 78,53% 78,37% 
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4. KESIMPULAN DAN SARAN  

Berdasarkan hasil penelitian yang telah dilakukan, dapat disimpulkan bahwa 

algoritma decision tree , random forest dan naive bayes menunjukkan performa yang 

optimal dengan tingkat akurasi mencapai 100% dalam klasifikasi berbagai jenis gangguan 

listrik. Hal ini menunjukkan bahwa ketiga algoritma ini sangat efektif dan dapat diandalkan 

untuk digunakan dalam sistem deteksi otomatis gangguan listrik. Di sisi lain, K-Nearest 

Neighbors memiliki tingkat akurasi yang lebih rendah, yaitu 82,20%, dan mengalami 

kesulitan dalam membedakan jenis gangguan yang memiliki karakteristik sinyal yang 

serupa. Hasil ini menegaskan pentingnya pemilihan algoritma yang tepat untuk 

meningkatkan keakuratan dalam sistem deteksi otomatis gangguan listrik. Disarankan 

untuk melakukan pengujian lebih lanjut pada dataset yang berbeda guna memastikan 

keandalan model dan mengoptimalkan proses klasifikasi. 
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