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ABSTRACT

Developing a predictive model for concrete strength uses three machine learning approaches,
namely Linear Regression, Neural Network, and Multi-Layer Perceptron (MLP). The three models
were tested using a dataset containing information about on concrete material and the results of
concrete strength tests. The evaluation is carried out using Precision, Recall, FI1-Score, Mean
Squared Error (MSE), and R-squared metrics to measure the accuracy of model predictions. The
research results show that the MLP model provides the best performance, demonstrating
exceptionally high Precision, Recall and F1-Score, as well as low MSE and R-squared reaching
0.97. Compared with Neural Network and Linear Regression, the MLP model shows better
generalization ability on test data. Although the other models also produced satisfactory results, the
MLP proved to be more effective in predicting concrete strength with higher accuracy. This research
indicates that the use of MLP in concrete strength prediction can enhance accuracy and efficiency
in construction applications.
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ABSTRAK

Pengembangkan model prediksi kekuatan beton menggunakan tiga pendekatan machine learning,
yaitu Linear Regression, Neural Network, dan Multi-Layer Perceptron (MLP). Ketiga model diuji
menggunakan dataset yang berisi informasi mengenai komposisi material beton dan hasil uji
kekuatan beton. Evaluasi dilakukan menggunakan metrik Precision, Recall, FI1-Score, Mean
Squared Error (MSE), dan R-squared untuk mengukur akurasi prediksi model. Hasil penelitian
menunjukkan bahwa model MLP memberikan kinerja terbaik, dengan Precision, Recall, dan FI-
Score yang sangat tinggi, serta MSE yang rendah dan R-squared mencapai 0.97. Dibandingkan
dengan Neural Network dan Linear Regression, model MLP menunjukkan kemampuan generalisasi
yang lebih baik pada data uji. Meskipun model-model lain juga memberikan hasil yang baik, MLP
terbukti lebih efektif dalam memprediksi kekuatan beton dengan akurasi yang lebih tinggi. Penelitian
ini mengindikasikan bahwa penggunaan MLP dalam prediksi kekuatan beton dapat meningkatkan
akurasi dan efisiensi dalam aplikasi konstruksi.

Kata kunci: Prediksi Kekuatan Beton, Machine Learning, Evaluasi Model
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1. PENDAHULUAN

Kekuatan beton merupakan salah satu parameter penting yang menentukan kualitas dan
keselamatan struktur dalam konstruksi. Beton dengan kekuatan yang optimal memiliki peran
signifikan dalam memastikan stabilitas dan daya tahan bangunan, sekaligus menjaga keselamatan
pengguna bangunan tersebut [1][2]. Kekuatan beton yang rendah dapat menyebabkan kegagalan
struktural, yang dalam jangka panjang dapat berpotensi menimbulkan kerugian, baik dari segi
ekonomi maupun keselamatan [3][4]. Oleh karena itu, diperlukan suatu metode prediksi kekuatan
beton yang akurat dan tepat untuk menjamin kualitas material dan keselamatan konstruksi yang lebih
baik. Pengujian kekuatan beton secara tradisional sering kali bergantung pada metode fisik yang
melibatkan pengujian destruktif. Metode ini tidak hanya memerlukan biaya yang tinggi, tetapi juga
memakan waktu yang lama, serta dapat mengganggu efisiensi dalam produksi dan pelaksanaan
proyek konstruksi [5][6]. ]. Namun, seiring dengan perkembangan teknologi data dan analitik,
khususnya dalam bidang kecerdasan buatan (artificial intelligence), muncul peluang untuk
mengoptimalkan metode prediksi kekuatan beton dengan cara yang lebih cepat dan efisien [7][8].
Teknologi ini memungkinkan pengembangan model yang mampu mengidentifikasi pola-pola
tersembunyi dalam data yang tidak dapat terdeteksi dengan metode pengujian konvensional,
sehingga dapat meningkatkan akurasi dan efisiensi dalam prediksi kekuatan beton.

Seiring dengan pesatnya perkembangan teknologi deep learning, metode prediksi berbasis
jaringan saraf tiruan (neural networks) telah menjadi pendekatan yang semakin banyak digunakan
dalam analisis dan prediksi kekuatan beton [9][10]. Salah satu algoritma deep learning yang
menonjol, yaitu Multi-Layer Perceptron (MLP), memiliki kemampuan untuk menangani data yang
kompleks dan multidimensional, yang sering kali ditemukan dalam studi material konstruksi
[11][12]. Model-model ini mampu mengidentifikasi hubungan non-linear yang signifikan antara
berbagai variabel, seperti jenis semen, bahan tambahan, umur pemadatan (curing), dan karakteristik
material lainnya yang memengaruhi kekuatan beton [13][14]. Penelitian ini bertujuan untuk
mengevaluasi kinerja beberapa algoritma deep learning, yaitu regresi linier, neural network, dan
MLP, dalam memprediksi kekuatan beton. Pemilihan MLP dalam penelitian ini didasarkan pada
kemampuannya dalam memproses data yang sangat kompleks dan non-linear, serta kemampuannya
dalam menangani sejumlah besar variabel input yang sering muncul dalam analisis material
konstruksi. MLP juga terkenal karena kemampuannya dalam menangani variasi data dalam jumlah
besar dan menawarkan potensi besar dalam memodelkan hubungan yang kompleks antara fitur input
dan output yang diinginkan [15][16].

Salah satu tantangan utama dalam penelitian prediksi kekuatan beton adalah ketergantungan
yang tinggi pada pengujian fisik yang memerlukan biaya besar dan waktu yang cukup lama untuk
proses analisis [17][18]. Oleh karena itu, penggunaan metode deep learning diharapkan dapat
mengatasi permasalahan ini dengan menyediakan prediksi yang lebih cepat, lebih murah, dan lebih
akurat, tanpa mengurangi ketelitian hasil. Lebih jauh lagi, penerapan model deep learning diharapkan
dapat memberikan bantuan signifikan kepada para profesional konstruksi dalam merancang struktur
secara lebih efisien dan mengurangi ketergantungan pada pengujian laboratorium yang mahal serta
memakan waktu. Inovasi utama dalam penelitian ini adalah penerapan model MLP dalam
memprediksi kekuatan beton, yang diharapkan dapat mengatasi kendala terkait kecepatan dan
akurasi prediksi. Beberapa penelitian sebelumnya telah mengembangkan model prediksi
menggunakan teknik machine learning, namun banyak di antaranya yang masih memiliki
keterbatasan dalam hal akurasi dan efisiensi prediksi pada berbagai jenis beton [19][20]. Sebagian
besar model ini belum dapat memanfaatkan data secara optimal dan masih bergantung pada metode
konvensional yang lebih rumit dan memakan waktu. Kendala utama yang dihadapi dalam studi-studi
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tersebut termasuk kesulitan dalam mengintegrasikan berbagai faktor yang mempengaruhi kekuatan
beton, serta keterbatasan model dalam menangani data yang sangat kompleks [21][22]. Oleh karena
itu, penelitian ini bertujuan untuk mengembangkan dan menguji model MLP yang lebih efisien dan
lebih tepat dalam memprediksi kekuatan beton. Melalui pendekatan ini, diharapkan dapat
meningkatkan akurasi prediksi kekuatan beton dengan cara yang lebih efisien, cepat, dan hemat
biaya.

Penelitian ini bertujuan untuk memperdalam pemahaman mengenai penerapan model deep
learning, khususnya MLP, dalam prediksi material konstruksi seperti beton. Diharapkan, sistem yang
dikembangkan dalam penelitian ini dapat memberikan kontribusi signifikan dalam perencanaan dan
pelaksanaan proyek konstruksi, terutama dalam hal penghematan biaya, efisiensi waktu pengerjaan,
serta pengambilan keputusan yang lebih informasional dan tepat terkait pemilihan material yang
digunakan.

Sumber : Hasil Penelitian (2025)
Gambar 1 Sampel Pengujian Kekuatan Beton

Gambar 1 pengujian kekuatan beton menggunakan mesin uji tekan, yang berfungsi untuk
mengukur kekuatan kompresi beton dalam satuan Megapascal (MPa). Mesin uji ini dilengkapi
dengan sistem pengukuran otomatis yang menampilkan hasil uji secara langsung pada layar, seperti
yang terlihat pada gambar di sebelah kanan. Pengujian ini merupakan bagian integral dalam evaluasi
kualitas beton, di mana beton diuji hingga mencapai kegagalan untuk menentukan kekuatan
kompresinya. Hasil uji menunjukkan nilai gaya sebesar 0.0004 kN yang diterapkan pada sampel,
yang menunjukkan gaya awal yang sangat rendah. Nilai gaya maksimum yang diterapkan pada beton
adalah 456.3 kN, yang tercatat sebelum beton mengalami kerusakan atau kegagalan. Selain itu, hasil
uji juga menunjukkan bahwa kekuatan tekan beton mencapai 25.82 MPa, yang menggambarkan
kapasitas beton dalam menahan tekanan. Hasil ini sangat penting untuk menilai apakah beton
tersebut memenubhi standar kekuatan yang diperlukan dalam konstruksi dan memastikan daya tahan
struktur yang akan dibangun.

2. METODE/PERANCANGAN PENELITIAN
2.1 Desain Penelitian

Penelitian ini menggunakan pendekatan eksperimen yang dilengkapi dengan analisis data
untuk memprediksi kekuatan beton, berdasarkan berbagai fitur input yang mencakup material dan
kondisi pengujian beton. Dataset yang digunakan dalam penelitian ini mencakup informasi terkait
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jenis semen, bahan tambahan, umur pemadatan (curing), jenis agregat, serta beberapa variabel lain
yang dapat memengaruhi kekuatan beton. Penelitian ini membandingkan tiga model prediksi yang
berbeda untuk mengevaluasi efektivitas masing-masing model dalam menghasilkan prediksi yang

akurat.
Train Models
Model E i
[ odeT Evaluaen
Evaluate Using MSE
Final Model Based
Selection 1
Ceoeflicient of
Sumber : Hasil Penelitian (2025)
Gambar 2 Desain Penelitian
2.2 Dataset

Dataset yang digunakan dalam penelitian ini adalah dataset yang berisi informasi terkait
komposisi material beton dan hasil uji kekuatan beton. Dataset tersebut diambil dari file CSV yang

mencakup fitur-fitur sebagai berikut:

Addditives Type_of_aggregates

Type_of_cement Brand

. -

-
Design_F'c (Mpa) Curing_age_{days)

]
.
-
:

° [

€s._Mpa) Ts_(Mpa)

B
I

- I
Fs_(Mpa) Er_{ohm-cm)

Sumber : Hasil Penelitian (2025)
Gambar 3 Distribusi Data

UPV_{mis)

Gambar 3 distribusi data parameter utama beton. Type of cement, Brand, Additives, dan
Type of aggregates memiliki distribusi seragam, sementara Design Fc (Mpa), Curing age (days),
dan UPV (m/s) menunjukkan distribusi merata tanpa banyak outlier. Parameter Cs (Mpa), Ts (Mpa),
dan Fs (Mpa) memiliki beberapa outlier, begitu pula Er (ohm-cm) pada nilai tinggi. Visualisasi ini
memberikan gambaran awal distribusi dan anomali data.
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Gambar 4 Distribusi Frekuensi dan Parameter
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Gambar 4 distribusi frekuensi untuk berbagai parameter beton. Data kategori seperti
Type of cement, Brand, Additives, dan Type of aggregates menunjukkan pola seragam, sedangkan
data numerik seperti Design Fc (Mpa), Curing age (days), Cs (Mpa), Fs (Mpa), dan UPV (m/s)
menunjukkan pola distribusi yang bervariasi dengan puncak tertentu. Parameter Er (ohm-cm) dan Ts

(Mpa) memiliki distribusi yang cenderung simetris dengan beberapa puncak frekuensi. Visualisasi

ini memberikan wawasan awal untuk analisis lebih lanjut. Data tersebut kemudian dibersihkan untuk

menghilangkan nilai yang hilang atau tidak valid dan kemudian dibagi menjadi dua bagian, yaitu
data latih (training data) dan data uji (fest data). Data latih digunakan untuk melatih model,

sementara data uji digunakan untuk mengevaluasi kinerja model setelah dilatih.

2.3. Pra-pemrosesan Data
Sebelum digunakan dalam model, data mentah mengalami beberapa tahap pra-pemrosesan:

1. Penanganan nilai yang hilang untuk mengatasi masalah nilai yang hilang pada kolom 7s dan

F’s, yang dilakukan dengan metode penghapusan baris data yang tidak lengkap dalam dataset,

digunakan pendekatan imputasi [23]. Nilai yang hilang diisi dengan rata-rata atau median

berdasarkan fitur yang relevan.
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Gambar 5 Distribusi Frekuensi
Gambar 5 distribusi frekuensi beberapa parameter utama beton Design F'c (Mpa) memiliki
distribusi multimodal dengan puncak pada 25, 30, dan 35 Mpa, Curing age (days)
terkonsentrasi di bawah 50 hari dengan beberapa data di atas 100 hari Er (ohm-cm) memiliki
puncak di sekitar 5-10 ohm-cm dengan beberapa outlier dan UPV (m/s) terdistribusi antara
2500 hingga 4500 m/s dengan puncak pada rentang 3500-4000 m/s. Distribusi ini memberikan
wawasan awal tentang pola dan variasi dalam dataset.

2. Normalisasi dan skala data karena beberapa fitur memiliki rentang nilai yang berbeda, data
tersebut dinormalisasi menggunakan teknik standardisasi [24]. Ini memastikan bahwa semua
fitur memiliki skala yang seragam dan mencegah model memberikan bobot lebih pada fitur
dengan rentang nilai yang lebih besar.

Design_F'c (Mpa} Curing_age_(days] ) Er_fohm-cr) - UPY_(mfs)
Sumber : Hasil Penelitian (2025)
Gambar 6 Distribusi Parameter
Gambar 6 distribusi data parameter utama beton dalam bentuk boxplot. Design Fc (Mpa)
memiliki rentang 25-34 Mpa dengan median 30 Mpa, sementara Curing age (days) berkisar
0-120 hari dengan median 50 hari. Parameter Er (ohm-cm) menunjukkan outlier di atas 12
ohm-cm, dan data utama berada di sekitar 7 ohm-cm. UPV (m/s) terdistribusi antara 2500-4500
m/s dengan median sekitar 4000 m/s. Visualisasi ini memberikan gambaran rentang nilai,
distribusi, dan keberadaan outlier.

3. Pembagian Dataset dibagi menjadi dua set:
a. Set Latih (Training Set) Digunakan untuk melatih model.
b. Set Uji (Test Set) Digunakan untuk menguji akurasi model setelah pelatihan.
c. Pembagian ini dilakukan dengan perbandingan 80% untuk data latih dan 20% untuk data
uji, menggunakan fungsi train test split dari pustaka sklearn.

Pengaruh Linear Variabel terhadap Target
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Curing_age_(days) 1

Er_{ohm-cm) +

UPV_(m/s) q

T T T T T
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Sumber : Hasil Penelitian (2025)
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Gambar 7 Variabel Kekuatan Beton
Gambar 7 hasil analisis regresi linier yang menggambarkan pengaruh variabel-variabel
terhadap kekuatan beton (Design_F'c). Variabel Design F'c (Mpa) memiliki pengaruh terbesar,
diikuti oleh Curing Age (days) yang menunjukkan pengaruh moderat. Variabel Er (ohm-cm)
dan UPV (m/s) memiliki pengaruh yang lebih kecil terhadap kekuatan beton. Grafik ini
membantu untuk memahami variabel mana yang paling mempengaruhi kekuatan beton,
memberikan dasar untuk pengambilan keputusan dalam perencanaan material beton.

2.4. Pengembangan Model

Penelitian ini melibatkan pengembangan dan evaluasi tiga model machine learning untuk
memprediksi kekuatan beton, yaitu regresi linier, neural network, dan MLP. Regresi linier digunakan
sebagai model dasar untuk memprediksi hubungan linier antara variabel input dan output, dengan
asumsi adanya hubungan linier antara fitur yang ada dan kekuatan beton yang ingin diprediksi, serta
digunakan sebagai acuan untuk membandingkan akurasi model-model yang lebih kompleks [11].
Model neural network menggunakan arsitektur jaringan saraf tiruan dengan satu lapisan tersembunyi
dan fungsi aktivasi ReLU, serta proses pelatihan menggunakan metode optimisasi berbasis gradien,
yaitu Adam optimizer, untuk meminimalkan kesalahan prediksi dan menangani hubungan non-linier
yang lebih rumit antara variabel input dan output [25]. Sementara itu, model MLP merupakan varian
lebih lanjut dari neural network dengan lebih banyak lapisan tersembunyi dan fungsi aktivasi ReLU
pada setiap lapisan tersembunyi, serta fungsi aktivasi sigmoid atau softmax pada lapisan output, yang
lebih kuat dalam menangani data dengan variasi tinggi dan hubungan non-linier untuk memodelkan
pola kompleks dalam data [26].

2.5. Pelatihan Model

Setiap model dilatih dengan data latih menggunakan parameter yang telah ditentukan
sebelumnya, termasuk penggunaan algoritma optimisasi (seperti SGD atau Adam) untuk
memperbaiki bobot-bobot dalam jaringan berdasarkan kesalahan prediksi yang dihitung melalui
fungsi kerugian (loss function) [27]. Proses pelatihan dilakukan dengan 100 epoch hingga model
mencapai konvergensi.

2.6. Evaluasi Model

Setelah pelatihan, setiap model dievaluasi berdasarkan kinerja pada data uji dengan
menggunakan dua metrik utama, yaitu Mean Squared Error (MSE), yang mengukur kesalahan rata-
rata kuadrat antara nilai yang diprediksi dan nilai aktual dalam dataset uji, serta Koefisien
Determinasi (R?), yang mengukur sejauh mana model dapat menjelaskan variabilitas dalam data, di
mana nilai R? yang lebih tinggi menunjukkan model yang lebih baik dalam memprediksi kekuatan
beton [28], diikuti dengan analisis visualisasi menggunakan plot regresi untuk membandingkan
prediksi model dengan nilai actual.

2.7. Perbandingan Model

Setelah evaluasi, hasil kinerja ketiga model dibandingkan untuk menilai model mana yang
paling efektif dalam memprediksi kekuatan beton. Perbandingan ini dilakukan berdasarkan MSE dan
R? untuk memastikan bahwa model yang dipilih tidak hanya memberikan prediksi yang akurat tetapi
juga dapat diterapkan dalam konteks praktis.
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2.8. Pengujian Hasil

Setelah model dipilih, model tersebut diuji dengan menggunakan data yang tidak terlihat
sebelumnya (data uji) untuk memastikan bahwa model yang dihasilkan dapat generalisasi dengan
baik dan tidak overfitting pada data latih.

3. HASIL DAN PEMBAHASAN

Hasil analisis menunjukkan bahwa model yang digunakan memiliki kemampuan prediksi yang
sangat baik, dengan tingkat kesalahan yang rendah dan variabilitas data yang sebagian besar dapat
dijelaskan oleh model. Nilai R-squared sebesar 0.89 pada data uji menunjukkan bahwa model
memiliki kinerja yang baik, dengan 89% dari variabilitas data dapat dijelaskan oleh model. Selain
itu, nilai R-squared tambahan sebesar 0.97 mengindikasikan bahwa model mampu menjelaskan
97,37% dari variabilitas data kekuatan beton pada data uji, yang semakin memperkuat validitas
model. Visualisasi hasil prediksi menunjukkan kecocokan yang sangat tinggi antara nilai aktual dan
nilai prediksi, dengan sebagian besar data berada dalam interval kepercayaan yang wajar. Temuan
ini menunjukkan bahwa model tidak hanya mampu menangkap pola kompleks dalam data pelatihan,
tetapi juga menunjukkan kemampuan generalisasi yang sangat baik pada data yang sebelumnya tidak
terlihat.

Selain itu, analisis perbandingan antara tiga model yang digunakan, yaitu Regresi Linier,
Neural Network, dan MLP, menunjukkan bahwa model MLP memberikan hasil yang paling
memuaskan. Model Regresi Linier menghasilkan MSE sebesar 11.34 dan R-squared sebesar 0.83,
yang menunjukkan bahwa meskipun model ini memiliki kinerja yang baik, masih terdapat ruang
untuk perbaikan, terutama dalam menangkap hubungan yang lebih kompleks dalam data. Sementara
itu, model Neural Network menghasilkan R-squared sebesar 0.92 dan MSE sebesar 5.41, dengan
nilai R-squared tambahan sebesar 0.97, yang menandakan bahwa model ini lebih akurat dalam
memprediksi kekuatan beton dan mampu menjelaskan sebagian besar variabilitas data. Model MLP
menunjukkan hasil terbaik dengan MSE sebesar 1.79 dan R-squared sebesar 0.97, yang menunjukkan
bahwa model ini memberikan prediksi yang paling akurat dengan kemampuan generalisasi yang
sangat baik pada data uji.

Beberapa outlier yang terdeteksi selama evaluasi dapat mengindikasikan adanya pengaruh
faktor eksternal atau variasi dalam data yang tidak sepenuhnya tercermin dalam fitur yang digunakan.
Outlier ini mungkin disebabkan oleh data yang tidak biasa atau kesalahan pengukuran dalam dataset.
Analisis lebih lanjut terhadap outlier tersebut dapat memberikan wawasan yang berharga untuk
meningkatkan akurasi model di masa mendatang. Oleh karena itu, disarankan untuk menggunakan
dataset yang lebih besar dan lebih beragam, yang diharapkan dapat meningkatkan performa model
secara keseluruhan. Penambahan jumlah data pelatihan dapat membantu model dalam memprediksi
kekuatan beton dengan lebih akurat dan meningkatkan kemampuan generalisasi pada data yang lebih
bervariasi. Di masa depan, eksplorasi terhadap teknik model yang lebih kompleks, seperti deep
learning atau metode ensemble, dapat dipertimbangkan untuk lebih meningkatkan akurasi model.
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Sumber : Hasil Penelitian (2025)
Gambar 8 Perbandingan Distribusi Nilai Aktual dan Prediksi

Gambar 8 distribusi nilai aktual dan prediksi dari tiga model Linear Regression, Neural
Network, dan MLP. Model Neural Network dan MLP memberikan distribusi prediksi yang lebih
mendekati nilai aktual, menunjukkan akurasi yang lebih baik dibandingkan dengan Linear
Regression, yang cenderung menunjukkan kesalahan prediksi yang lebih besar.
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Sumber : Hasil Penelitian (2025)
Gambar 9 Distribusi 2D Nilai Aktual dan Prediksi

Gambar 9 distribusi 2D antara nilai aktual dan prediksi dari tiga model Linear Regression,
Neural Network, dan MLP. MLP memberikan distribusi yang paling rapat dan akurat, diikuti oleh
Neural Network, sementara Linear Regression menunjukkan distribusi yang lebih tersebar,
mencerminkan kesalahan prediksi yang lebih besar.
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Sumber : Hasil Penelitian (2025)
Gambar 10 Perbandingan Nilai Aktual dan Prediksi
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Gambar 10 perbandingan antara nilai aktual dan prediksi kekuatan beton yang dihasilkan oleh
model Neural Network (garis biru) dan MLP (garis oranye). Nilai aktual ditunjukkan dengan garis
hijau, sedangkan prediksi dari kedua model diperlihatkan dengan garis putus-putus. Dari gambar ini,
terlihat bahwa kedua model memberikan prediksi yang sangat mendekati nilai aktual, dengan MLP
menunjukkan hasil prediksi yang sedikit lebih rapat dan konsisten dibandingkan Neural Network,
yang memiliki sedikit fluktuasi.
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Sumber : Hasil Penelitian (2025)
Gambar 11 Perbandingan Nilai Aktual dan Prediksi

Gambar 11 perbandingan antara nilai aktual dan prediksi dari tiga model Linear Regression
(titik biru), Neural Network (titik oranye), dan MLP (titik hijau). Dari gambar ini, terlihat bahwa
MLP memberikan prediksi yang paling rapat dan konsisten dengan nilai aktual, diikuti oleh Neural
Network dan Linear Regression menunjukkan penyebaran yang lebih besar, menandakan adanya
kesalahan prediksi yang lebih signifikan dibandingkan kedua model lainnya.

Tabel 1 Hasil Model Linear Regression

Precision Recall F1-Score Support
0 0.89 0.94 0.93 768
1 0.98 0.89 0.94 894
Accuracy 0.93 1662
Macro Avg 0.93 0.94 0.93 1662
Weighted Avg 0.94 0.93 0.93 1662

Sumber : Hasil Penelitian (2025)

Tabel 1 hasil evaluasi model Linear Regression berdasarkan metrik Precision, Recall, FI-
Score, dan Support untuk dua kelas. Model ini menunjukkan Precision yang tinggi, terutama pada
kelas 1 (0.98), dan Recall yang baik, terutama pada kelas 0 (0.94). F'I-Score untuk kedua kelas adalah
0.93, menandakan keseimbangan antara Precision dan Recall. Model ini memiliki Accuracy sebesar
0.93, dengan nilai Macro Avg dan Weighted Avg masing-masing 0.93, menunjukkan performa yang
konsisten di seluruh kelas. Secara keseluruhan, model Linear Regression memiliki kinerja yang baik
dan dapat diandalkan dalam memprediksi kedua kelas.
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Tabel 2 Hasil Model Neural Network

Precision Recall F1-Score Support
0 0.87 0.99 0.93 768
1 0.99 0.87 0.93 894
Accuracy 0.93 1662
Macro Avg 0.93 0.93 0.93 1662
Weighted Avg 0.94 0.93 0.93 1662

Sumber : Hasil Penelitian (2025)

Tabel 2 hasil evaluasi model Neural Network berdasarkan metrik Precision, Recall, FI-Score,
dan Support untuk dua kelas (0 dan 1). Model ini menunjukkan Precision yang tinggi pada kelas 1
(0.99) dan kelas 0 (0.87), serta Recall yang sangat baik pada kelas 0 (0.99) dan kelas 1 (0.87). FI-
Score untuk kedua kelas adalah 0.93, menunjukkan keseimbangan yang baik antara Precision dan
Recall. Model ini memiliki Accuracy sebesar 0.93, dengan Macro Avg dan Weighted Avg masing-
masing 0.93, menunjukkan kinerja yang konsisten. Secara keseluruhan, model Neural Network
memiliki kinerja yang sangat baik, dengan performa yang solid di seluruh kelas.

Tabel 3 Hasil Model MLP

Precision Recall F1-Score Support
0 0.95 0.99 0.97 768
1 0.99 0.96 0.98 894
Accuracy 0.97 1662
Macro Avg 0.97 0.98 0.97 1662
Weighted Avg 0.98 0.97 0.97 1662

Sumber : Hasil Penelitian (2025)

Tabel 3 hasil evaluasi model MLP berdasarkan metrik Precision, Recall, FI-Score, dan
Support untuk dua kelas (0 dan 1). Model MLP menunjukkan Precision yang sangat tinggi untuk
kedua kelas, dengan nilai 0.99 pada kelas 1 dan 0.95 pada kelas 0. Recall juga sangat baik, dengan
nilai 0.99 untuk kelas 0 dan 0.96 untuk kelas 1, yang menunjukkan kemampuan model untuk
mendeteksi data positif dengan sangat baik. F/-Score untuk kedua kelas adalah 0.97, yang
menunjukkan keseimbangan antara Precision dan Recall. Model ini memiliki Accuracy sebesar 0.97,
dengan Macro Avg dan Weighted Avg masing-masing 0.97 dan 0.98, yang menunjukkan performa
yang sangat baik dan konsisten di seluruh kelas. Secara keseluruhan, model MLP memberikan
kinerja terbaik dibandingkan dengan model lainnya, dengan akurasi yang tinggi dan keseimbangan
yang baik dalam menangani kedua kelas.

Tabel 4 Hasil Perbandingan Model

Model Precision Recall F1-Score Support MSE R-squared
Linear Regression 0.93 0.93 0.93 1662 11.34 0.83
Neural Network 0.93 0.92 0.92 1662 5.41 0.92
MLP 0.97 0.97 0.97 1662 1.79 0.97

Sumber : Hasil Penelitian (2025)
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Tabel 4 perbandingan hasil dari tiga model Linear Regression, Neural Network, dan MLP
berdasarkan metrik Precision, Recall, FI1-Score, MSE, dan R-squared. Linear Regression
menunjukkan hasil yang baik dengan Precision, Recall, dan F1-Score sebesar 0.93, namun memiliki
MSE yang tinggi (11.34) dan R-squared rendah (0.83). Neural Network memiliki Precision dan
Recall masing-masing 0.93 dan 0.92, serta R-squared 0.92. MLP menunjukkan kinerja terbaik
dengan Precision, Recall, dan F'I-Score sebesar 0.97, serta MSE yang rendah (1.79) dan R-squared
tinggi (0.97). Secara keseluruhan, MLP memberikan hasil terbaik di semua metrik.
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Sumber : Hasil Penelitian (2025)
Gambar 12 Confusion Matrix
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Gambar 12 confusion matrix untuk tiga model Linear Regression, Neural Network, dan MLP.
Setiap matriks menggambarkan jumlah prediksi yang benar dan salah untuk dua kelas (0 dan 1),
dengan angka di diagonal utama menunjukkan prediksi yang benar dan angka di luar diagonal
menunjukkan kesalahan prediksi. Model Linear Regression menunjukkan beberapa kesalahan pada
kelas 1 (14 salah prediksi) dan kelas 0 (96 salah prediksi). Neural Network menunjukkan prediksi
yang lebih akurat dengan hanya 7 kesalahan pada kelas 1 dan 113 kesalahan pada kelas 0. MLP
memberikan prediksi terbaik dengan hanya 5 kesalahan pada kelas 1 dan 37 kesalahan pada kelas 0.
Secara keseluruhan, MLP menunjukkan performa terbaik dengan kesalahan yang paling sedikit.

4. KESIMPULAN DAN SARAN

Penelitian ini mengembangkan dan membandingkan tiga model machine learning, yaitu
Regresi Linier, Neural Network, dan MLP, untuk memprediksi kekuatan beton. Hasil penelitian
menunjukkan bahwa model MLP memberikan kinerja terbaik, dengan Precision, Recall, dan F1-
Score yang sangat tinggi, serta MSE yang rendah dan R-squared mencapai 0.97, yang
mengindikasikan bahwa MLP lebih efektif dalam menangani data yang kompleks dan memberikan
prediksi yang lebih akurat dibandingkan dengan model lainnya. Model Neural Network dan Regresi
Linier juga menunjukkan hasil yang baik, dengan R-squared masing-masing sebesar 0.92 dan 0.83,
meskipun akurasi prediksi MLP jauh lebih tinggi. Penggunaan MLP terbukti memberikan hasil
prediksi yang lebih presisi, mengurangi kesalahan prediksi secara signifikan, dan mampu
menjelaskan sebagian besar variabilitas data kekuatan beton. Dengan demikian, MLP memiliki
potensi besar untuk diterapkan dalam industri konstruksi untuk meningkatkan efisiensi dan akurasi
prediksi kekuatan beton, yang selama ini masih bergantung pada uji laboratorium yang mahal dan
memakan waktu. Pengembangan metode prediksi material dalam bidang konstruksi dapat
mempercepat proses desain dan pengujian material beton, serta membantu para profesional
konstruksi dalam membuat keputusan yang lebih tepat dan efisien. Di masa depan, penelitian ini
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membuka peluang untuk pengembangan lebih lanjut dengan menggunakan dataset yang lebih besar
dan penerapan teknik machine learning yang lebih kompleks guna meningkatkan akurasi prediksi.
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